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Abstract
Background To evaluate the effectiveness of machine learning (ML) models in predicting the occurrence of 
retinopathy of prematurity (ROP) and treatment need.

Methods Four ML models were created using 49 parameters known within the first 24 h post-birth and obtained 
during the initial screening examination, encompassing demographic, maternal, clinical, and neonatal intensive care 
unit-related data. The models’ performances were assessed using five machine learning (ML) classifier algorithms: 
logistic regression (LR), decision tree (DT), support vector machine (SVM), random forest (RF), and extreme gradient 
boosting (XGBoost). Performance metrics were calculated, and the top ten parameters with the highest predictive 
value were identified.

Results In the cohort of 355 preterm infants, Model I, predicting ROP development using birth data, achieved a 
balanced accuracy of 80%, with gestational age (GA), birth weight (BW) and mean corpuscular volume (MCV) as 
the top predictive parameters. Model II, predicting treatment-requiring ROP using birth data, exhibited a balanced 
accuracy of 81%. Key predictive parameters included low GA, BW, 1-minute and 5-minute APGAR scores, and low 
erythrocyte counts. For Model III, predicting ROP using the first screening examination data, and Model IV, predicting 
treatment-requiring ROP using the same data, the accuracy values were 80% and 66%, respectively, with BW, daily 
weight gain, total O2 support duration, and platelet/lymphocyte ratio emerged as the most significant predictive 
parameters in both models.

Conclusion This study demonstrates the potential of ML models to predict ROP development and treatment need. 
Incorporating clinical and intensive care-related parameters can enhance ROP screening and clinical decision-making.
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Background
Retinopathy of Prematurity (ROP) is a prevalent condi-
tion among preterm infants and remains a leading pre-
ventable cause of childhood blindness worldwide [1, 2]. 
In 2010 alone, approximately 184,700 preterm infants 
were diagnosed with ROP, with an estimated 20,000 
cases resulting in blindness [3]. The incidence of severe 
ROP varies significantly based on birth weight (BW) and 
gestational age (GA). Recent data from the United States 
indicate that 2.4% of infants weighing above 2,500 g and 
30.2% of those between 750 and 999  g exhibit severe 
ROP [4]. Among neonates weighing less than 1,500  g 
or born before 32 weeks, approximately 12.5% develop 
severe ROP. As neonatal care advances and survival rates 
increase, particularly for extremely preterm infants, the 
need for efficient ROP screening and timely intervention 
becomes even more critical.

ROP screening remains a major challenge, even in 
high-income countries, as it requires frequent examina-
tions—weekly or biweekly—until the retinal vasculature 
matures. This process not only demands a skilled work-
force but also exposes neonates to physical discomfort, 
pain, and an increased risk of apnea [5]. Given these con-
straints, stratifying infants based on their risk of develop-
ing ROP could improve screening efficiency, prioritizing 
those at the highest risk while minimizing unnecessary 
examinations in lower-risk infants.

Artificial intelligence (AI) and machine learning (ML) 
have emerged as promising tools for assisting ophthal-
mologists in detecting and predicting ROP progression 
[6–8]. Previous studies have explored computer-based 
image analysis techniques to classify ROP using color fun-
dus photographs (CFP) [8–10]. While these approaches 
have demonstrated high diagnostic accuracy, their abil-
ity to predict disease progression remains limited [11]. 
Moreover, the reliance on CFPs poses challenges in 
resource-limited settings where fundus imaging devices 
are not widely available. To address these limitations, 
researchers have developed clinical data-based predic-
tion models such as DIGIROP-Birth, Colorado-ROP, 
WINROP, and G-ROP, which incorporate factors like 
BW, GA, postnatal weight gain, oxygen exposure, and 
other comorbidities [12–15]. However, recent studies 
suggest that additional risk factors—including complete 
blood count (CBC) parameters, blood gas analysis, and 
maternal factors—may further enhance predictive accu-
racy [16, 17]. Therefore, this study aims to evaluate the 
predictive capacity of ML models constructed using 
demographic and clinical data to identify infants at risk 
of developing ROP and those likely to require treatment. 
By focusing solely on clinical and demographic param-
eters, our study seeks to develop a widely applicable and 
resource-efficient model, particularly for settings where 
fundus imaging may not be readily accessible.

Materials and methods
Study population
In this retrospective cohort study, the charts of preterm 
infants screened for ROP in the Ophthalmology Depart-
ment of Dokuz Eylul University Hospital from Octo-
ber 2015 to October 2023 were reviewed. Following the 
ROP screening guidelines published in Türkiye, the study 
included all infants born at a GA of 34 weeks or less, or 
with a BW of 1700  g or less [18]. Additionally, preterm 
infants who received cardiopulmonary support or were 
deemed at risk for ROP by their neonatologist, regardless 
of BW and GA, were also included in the screening pro-
gram. The initial ROP screening was scheduled to begin 
at 4 weeks postnatally, but not before the infants reached 
a postmenstrual age of 31 weeks.

The demographic and clinical characteristics associ-
ated with the development of ROP were extracted from 
electronic medical records and are detailed in Table  1. 
Infants who were missing data on any study parameters 
or those diagnosed with familial exudative vitreoreti-
nopathy (FEVR) were excluded from the study. Moreover, 
infants with known metabolic diseases or chromosome 
abnormalities as well as those with other congenital 
ocular abnormalities were also excluded. Treatments, 
including laser photocoagulation and/or anti-vascular 
endothelial growth factor (VEGF) therapy, were adminis-
tered according to the latest criteria outlined in the Turk-
ish ROP Screening Guidelines [18–20]. Daily weight gain 
(DWG) was calculated by subtracting the birth weight 
from the weight at the first examination and then dividing 
this difference by the infant’s age in days. The study also 
included initial CBC results, blood gas analysis -ensuring 
no hemolysis-, and C-reactive protein (CRP) levels within 
the first 24 h. The total duration of oxygen support used 
in the ML models was determined as follows: if an infant 
was discharged from the Neonatal Intensive Care Unit 
(NICU) before the first ROP screening, the total num-
ber of days with oxygen support was obtained from their 
medical chart. If the infant was still receiving oxygen sup-
port at the time of the first ROP screening, the number of 
postnatal days up to that screening was considered as the 
total duration of oxygen support.

Structure of the machine learning models
A total of 49 standard features, encompassing demo-
graphic information and laboratory tests conducted for 
any premature infant admitted to the NICU post-birth, 
were utilized. This set includes nominal features such as 
BW, GA, the number of days until NICU discharge, and 
total days with oxygen support, among others. Categori-
cal features include binary variables, such as the occur-
rence of blood transfusion, presence of intraventricular 
hemorrhage, and the mode of delivery. Models I and II 
were developed using parameters available within the 
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first 24  h after birth, incorporating 33 features, while 
Models III and IV utilized all parameters listed in Table 1.

Therefore, four models with different outputs were 
designed as follows:

Model I ROP prediction (ROP vs. no ROP) with data 
known at the first 24 h after birth.

Model II Treatment-required ROP prediction (Treat vs. 
follow) with data known at the first 24 h after birth.

Model III ROP prediction (ROP vs. no ROP) with data 
known at the first ROP screening visit.

Model IV Treatment-required ROP prediction (Treat vs. 
follow) with known data at the first ROP screening visit.
Jupyter Lab, a Python-based platform, was employed 
to construct the model architectures and assess per-
formance metrics. Algorithm implementation was 
facilitated by the Sci-kit library, and numeric data pre-
processing was performed. The dataset was randomly 
partitioned into training (85%) and test sets (15%). The 
performance of each of the four models was explored 
using five diverse classifier algorithms, including Deci-
sion Tree (DT), Random Forest (RF), Logistic Regression 
(LR), Support Vector Machine (SVM), and Extreme Gra-
dient Boosting (XGBoost).

As a fundamental algorithm, DT partitions data based 
on attribute values to create a tree-like structure for clas-
sification or regression. As a powerful ensemble method, 
RF, leverages multiple DTs to enhance prediction accu-
racy while reducing overfitting. LR, on the other hand, is 
a widely-used linear classification algorithm that models 
the probability of an event occurring. SVM is a versatile 
algorithm that excels in both classification and regression 
tasks by finding the optimal hyperplane that maximizes 
the margin between different classes. XGBoost, an effi-
cient gradient boosting algorithm, iteratively builds DTs 
to minimize the loss function and has gained popular-
ity for its robustness and predictive power. Each of these 
algorithms brings distinct strengths, and their perfor-
mance was thoroughly evaluated to ensure the reliability 
of our predictive models for prediction of ROP and treat-
ment necessity.

To address potential issues related to imbalanced data, 
Synthetic Minority Over-sampling Technique (SMOTE) 
was applied. Furthermore, 5-fold cross-validation was 
employed to assess the generalization capabilities of the 
models.

Performance metrics for the machine learning models
Key performance metrics, including sensitivity, speci-
ficity, precision, recall, and F1 score, were computed 
for all algorithms. Additionally, balanced accuracy was 

calculated to address the imbalanced nature of the data, 
which could otherwise skew model performance.

To gain insights into the most significant features 
within each model, a feature importance analysis was 
conducted. This analysis facilitated the identification of 
the top ten parameters that significantly contributed to 
predictive accuracy.

Results
Study population
A total of 1,850 preterm infants were screened for ROP 
at least once in our tertiary care center. Infants who were 
followed as outpatients, those hospitalized in our NICU 
but with missing data for any study parameter, or those 
lost to follow-up were excluded from the study. After 
applying these exclusion criteria, 355 infants remained in 
the study who were hospitalized in NICU of Dokuz Eylul 
University Hospital, of whom 114 (32.1%) developed any 
stage of ROP, and 45 (12.7%) required treatment.

The mean GA at birth for the entire study group was 
30.11 ± 3.8 weeks, the mean BW was 1453.19  g, and 
50.7% of the participants were male. ROP of any stage 
was found in 114 (32.1%) infants, among whom 54 
(15.2%) infants had stage 1, 34 (9.5%) infants had stage 
2, 26 (7.3%) infants had stage 3, 9 (2.5%) had aggressive 
ROP, and none presented ROP at stage 4 or 5.

Machine learning models
Model I: prediction of ROP with data known at birth
In Model I, 33 features known at birth or during the first 
24  h after birth, as detailed in Table  1, were included. 
Among the tested ML algorithms, the XGBoost classifier 
demonstrated the highest performance metrics, achiev-
ing a sensitivity of 68%, specificity of 92%, balanced accu-
racy of 0.80, and an F1 score of 0.73. In contrast, the DT 
classifier exhibited the lowest specifity at 76%, while both 
RF and LR models shared the lowest sensitivity at 62%. 
The performance metrics of Model I, using five different 
classifier algorithms, are presented in Table 2.

The feature importance analysis revealed that BW, GA, 
and mean corpuscular volume (MCV) in CBC were the 
most significant parameters contributing to the pre-
dictive accuracy of the model. The feature importance 
graphic for Model I is depicted in Fig. 1.

Model II: prediction of treatment need for ROP with data 
known at birth
In Model II, which aimed to predict the need for treat-
ment in cases of ROP, 33 features known at birth or 
within the first 24  h post-birth were employed, as out-
lined in Table  1. The LR classifier demonstrated the 
highest sensitivity at 66%, along with a specificity of 95% 
and a balanced accuracy of 0.81. However, both the DT 
and RF models exhibited inadequate performance in 
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differentiating cases of ROP requiring treatment. The 
highest F1 score was achieved by the LR model as 0.71. 
The performance metrics for Model II are presented in 
Table 2.

BW and GA, similar to Model I, as well as APGAR 
score were identified as the top three contributing fea-
tures to the accuracy of Model II. The feature importance 
graphic for Model II is presented in Fig. 2.

Model III: prediction of ROP with data known at the first ROP 
screening visit
In Model III, 49 features identified during the ini-
tial screening visit for ROP, as detailed in Table 1, were 
included. Both XGBoost and RF classifier demonstrated 
the highest sensitivities at 75%, while the LR classifier 
achieved the highest specificity of 89%. XGBoost clas-
sifier exhibited the highest balanced accuracy and F1 
scores of 0.80 and 0.73, respectively. The performance 
metrics of Model III with five different classifier algo-
rithms are presented in Table 2.

BW, DWG and total NICU days showed the top three 
contributing features for the accuracy of Model III. Fea-
ture importance graphic of Model III was given in Fig. 3.

Model IV: Prediction of treatment need for ROP using data 
known at the first ROP screening visit
The XGBoost classifier exhibited the highest sensitivity at 
44%, while the RF, LR and SVM classifiers demonstrated 
the highest specificity at 97% for predicting treatment 
needs based on data from the initial ROP screening visit. 
The XGBoost algorithm achieved the highest balanced 
accuracy of 0.66 among all five algorithms. The perfor-
mance metrics of Model IV with the five classifiers are 
presented in Table 2.

Gestational age, BW and total time with O2 support 
showed the top three contributing features for the accu-
racy of Model IV. Feature importance graphic of Model 
IV was given in Fig. 4.

Discussion
The findings of our study reveal the significant potential 
of ML models in predicting ROP among preterm infants, 
using a combination of demographical and clinical data. 
The balanced accuracy of our ML models in forecasting 
both the development of ROP and the subsequent need 
for treatment has attained a commendable threshold of 
80%. This performance is particularly noteworthy given 
the relatively low prevalence of ROP, akin to conditions 
such as diabetes or hypertension, resulting in a dataset 
derived from a limited patient cohort. Furthermore, our 
study did not rely solely on known standard screening 

Table 2 Performance metrics of various machine learning models for predicting ROP and treatment need using data at different time 
points

Sensitivity Specificity Balanced Accuracy Precision F1 Score
Model I: Prediction of ROP with data known at birth
Decision Tree 0.68 0.76 0.72 0.55 0.61
Random Forest 0.62 0.86 0.74 0.67 0.65
Logistic Regression 0.62 0.78 0.70 0.75 0.60
Support Vector Machine 0.68 0.86 0.77 0.69 0.69
XGBoost 0.68 0.92 0.80 0.79 0.73
Model II: Prediction of treatment need for ROP with data known at birth
Decision Tree 0.32 0.82 0.56 0.26 0.25
Random Forest 0.33 0.95 0.64 0.60 0.43
Logistic Regression 0.66 0.95 0.81 0.75 0.71
Support Vector Machine 0.44 0.95 0.70 0.67 0.53
XGBoost 0.44 0.95 0.70 0.67 0.53
Model III: Prediction of ROP with data known at the first ROP screening visit
Decision Tree 0.56 0.78 0.67 0.53 0.55
Random Forest 0.75 0.76 0.75 0.57 0.65
Logistic Regression 0.50 0.89 0.69 0.67 0.57
Support Vector Machine 0.50 0.86 0.68 0.62 0.56
XGBoost 0.75 0.86 0.80 0.71 0.73
Model IV: Prediction of treatment need for ROP using data known at the first ROP screening visit
Decision Tree 0.22 0.91 0.56 0.33 0.27
Random Forest 0.33 0.97 0.65 0.75 0.46
Logistic Regression 0.33 0.97 0.65 0.75 0.46
Support Vector Machine 0.22 0.91 0.56 0.33 0.27
XGBoost 0.44 0.88 0.66 0.44 0.44
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parameters; instead, a large number of variables were 
incorporated into the model. While this approach carries 
the potential risk of reducing model performance, it is 
crucial for the comprehensive evaluation of the multiple 
factors involved in the disease’s etiopathogenesis. Aligned 
with our purpose, prior studies have explored the inter-
relationships among various independent risk factors for 
ROP, revealing that the combined effect of these risks on 
ROP exceeds the sum of their individual effects, indicat-
ing a positive interaction on an additive scale [21]. 

So far, predictive models of ROP have been developed 
with applying advanced statistics by incorporating a few 
parameters besides GA and BW, the two most impornant 
parameters for the screening. The WINROP algorithm, 
one of those predictive models is based on GA, BW and 
weekly weight gain levels. Despite its strong predictive 
results in various studies, WINROP’s clinical application 
is limited, particularly because it doesn’t include infants 
born after 32 weeks of gestation and also conflicting 
results between different cohorts belonging to different 
countries [13, 22]. Similarly, DIGIROP-Birth, a predictive 

model that estimates early risk for ROP treatment based 
on GA, BW, and sex in infants born between 24 and 30 
weeks, demonstrated strong predictive accuracy, with 
area under curves ranging from 0.84 to 0.94. Yet, it has 
not included babies born after 30th weeks. Another pre-
dictive algorithm, ROP Score is a scoring system applied 
at 6 weeks postnatal age, serves as a prediction model for 
ROP occurrence and ROP severity, including BW, GA, 
blood transfusion, mechanical ventilation and propor-
tional weight gain at the sixth week postnatal age [23]. 
However, its use is limited as it doesn’t include infants 
born either before 24 weeks or after 31 weeks. On the 
other hand, ROP could be diagnosed in more mature 
babies according to recent studies across various coun-
tries including ours [24]. Therefore, a model that includes 
these mature infants would likely be more practical and 
generalizable. For this reason, we did not exclude infants 
born after the 32nd gestational week, except for those 
suspected of FEVR. Therefore, this study evaluates a 
comprehensive range of risk factors in the prediction of 
ROP by ML models in a novel and detailed manner.

Fig. 1 Feature importance graphic of Model I showing the top ten parameters contributing to predictive accuracy. APGAR, Appearance (skin color), 
Pulse (heart rate), Grimace (reflex irritability), Activity (muscle tone), and Respiration score; CRP, C-reactive protein; MCHC, mean corpuscular hemoglobin 
concentration; MCV, mean corpuscular volume
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Our models demonstrated that BW and GA are the 
primary predictors of ROP development. These fac-
tors consistently ranked within the top five predictive 
features across all four models and were among the top 
two predictors in three out of the four models. On the 
other hand, recent studies emphasizing the significance 
of intrauterine hypoxia and inflammatory markers in 
ROP development prompted us to incorporate additional 
parameters into our models, including CBC and blood 
gas analysis results, as well as systemic inflammatory 
conditions associated with premature birth, such as nec-
rotizing enterocolitis and intraventricular hemorrhage 
[16, 25]. Notably, our findings indicate that certain CBC 
parameters—specifically MCV, erythrocyte count, and 
hemoglobin (Hgb)—are strong predictors of ROP occur-
rence in our models. A recent study on a Portuguese 
cohort revealed that an increase in erythroblasts, MCV, 
and basophils during the first week of life was signifi-
cantly and independently associated with ROP develop-
ment, suggesting that these CBC parameters could serve 
as early indicators of ROP [26]. Similarly, Akyuz Unsal et 

al. [27] reported that infants with ROP had lower values 
of Hgb, hematocrit, MCV, and mean corpuscular hemo-
globin concentration (MCHC) during the 4th postna-
tal week compared to healthy infants. Given that these 
parameters are related to the blood’s oxygen-carrying 
capacity, it is unsurprising that they may contribute to 
a hypoxia-related condition such as ROP and probably 
to longer oxygen administration times. Additionally, we 
observed that these parameters were more prominent in 
models (Model I and II) based on data from the first 24 h, 
which may be due either to the absence of NICU-related 
strong predictors such as total NICU stay and total days 
with O2 in those models or to the relative importance of 
CBC parameters among factors relevant to the first 24 h.

We also identified that lower APGAR scores were pre-
dictive of both the development of ROP and the subse-
quent need for treatment. Several studies have reported 
an association between lower APGAR scores, as an 
overall indicator of compromised neonatal health, and 
an increased incidence of ROP [25]. Additionally, our 
models highlighted the significance of total NICU days 

Fig. 2 Feature importance graphic for Model II, showing the top ten parameters that contribute to its predictive accuracy. APGAR, Appearance (skin 
color), Pulse (heart rate), Grimace (reflex irritability), Activity (muscle tone), and Respiration score; CRP, C-reactive protein; HCO3, blood bicarbonate level; 
MCV, mean corpuscular volume; PLR, platelet-to-lymphocyte ratio
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and the duration of oxygen support, both of which have 
been previously linked to the development and treatment 
requirement of ROP [28]. 

Recent studies evaluating the use of AI in ROP have 
predominantly utilized dilated fundus photographs of 
infants undergoing ROP screening, demonstrating sig-
nificant potential in accurately identifying ROP and its 
various stages [9, 10, 29, 30]. While these advanced deep 
learning (DL) models are promising, they often require a 
substantial amount of image data for effective training, 
and can be computationally demanding. For instance, a 
study by Wu et al. [9] developed a DL system that suc-
cessfully predicts the occurrence and severity of ROP 
before 45 weeks’ postmenstrual age. This study included 
an extensive dataset comprising 7033 retinal photo-
graphs of 725 infants for training, and 763 photographs 
of 90 infants for external validation, along with 46 clini-
cal characteristics for each infant. Remarkably, the study 
achieved a sensitivity of 100% but a specificity of 7.5% in 
the external validation set. Further advancing the field, 
Salih et al. [29] investigated the use of convolutional 

neural networks (CNNs) with transfer learning mod-
els, including VGG-19, ResNet-50, and EfficientNetB5, 
for ROP detection, attaining an overall accuracy of 87% 
for EfficientNetB5 based model. Additionally, Wang et 
al. [30] developed an automated ROP detection method 
named DeepROP using fundus pictures, which showed 
a sensitivity and specificity values of 84.91% and 96.90%, 
respectively, in clinical settings. We also acknowledge 
that combining clinical data with fundus images may 
improve model performance, as suggested by the study of 
Wu et al. [9] Although the authors did not report sepa-
rate performance metrics for models using only fundus 
images versus those incorporating clinical data, their 
high sensitivity may reflect the advantage of this inte-
gration. However, the integration of image-based and 
clinical data-based machine learning models for ROP 
prediction presents several challenges, including dispari-
ties in data availability, standardization of imaging proto-
cols, and model interpretability, which remain significant 
barriers to seamless implementation. Moreover, acquir-
ing fundus images in infants requires specialized camera 

Fig. 3 Feature importance graphic of Model III showing the top ten parameters contributing to predictive accuracy. APGAR, Appearance (skin color), 
Pulse (heart rate), Grimace (reflex irritability), Activity (muscle tone), and Respiration score; CRP, C-reactive protein; NICU, neonatal intensive care unit; NLR, 
neutrophil-to-lymphocyte ratio; PLR, platelet-to-lymphocyte ratio; RDW, red cell distribution width
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systems that are not widely available. Therefore, in this 
study, we aimed to develop ML models using only tabular 
clinical data to predict both the occurrence of ROP and 
the need for treatment.

In a study comparable to ours, Poppe et al. [31] inves-
tigated various ML models to predict the need for laser 
treatment in preterm infants with ROP. The authors inte-
grated routinely monitored physiological data, with a 
particular emphasis on the infants’ oxygenation status, 
alongside demographic data. The most effective model 
they developed achieved a sensitivity of 0.73 and notably 
incorporated the SpO2/FiO2 ratio in conjunction with 
baseline demographic factors such as GA and BW. Their 
study, however, was limited by a relatively small sample 
size of 208 preterm infants, of whom 30 (14%) required 
laser treatment. To address the challenge of imbalanced 
data, the authors employed random undersampling to 
achieve balanced representation between the groups in 
their analysis. In our study, we utilized the SMOTE tech-
nique to address the issue of imbalanced data and incor-
porated a broader range of risk factors associated with 
ROP. A recent study by Wu et al. [21] developed a pre-
dictive model for ROP screening using back propagation 
neural network using 12 parameters including GA, BW, 

caesarean delivery, APGAR score at five minutes, bron-
chopulmonary displasia, respiratory distress syndrome, 
intraventricular hemorrhage, hypoxic ischemic encepha-
lopathy, mechanical ventilation, blood transfusions, nec-
rotizing enterocolitis, and patent ductus arteriosus. The 
area under the curve for prediction model was 0.857 in 
test in ROP prediction.

In the realm of ML, algorithms like RF and XGBoost 
have been compared for their effectiveness in various 
context. These algorithms are known for handling large 
datasets and complex feature spaces effectively, yet they 
may not always perform optimally with imbalanced data-
sets, as in our study [32]. It’s a common issue in medi-
cal data analysis, where certain conditions or outcomes 
are rarer than others [33]. This imbalance can lead clas-
sifiers to perform better in predicting the majority class 
while struggling with the minority class, impacting the 
sensitivity and specificity of the models. Moreover, con-
sidering that only 12.7% of cases required treatment, 
Model II and Model IV in our study appear to be even 
more imbalanced in terms of sample sizes in the groups 
than the other two models. To address this issue, several 
methods were employed, and the best performance met-
rics were achieved using the SMOTE, a method designed 

Fig. 4 Feature importance graphic of Model IV showing the top ten parameters contributing to predictive accuracy. APGAR, Appearance (skin color), 
Pulse (heart rate), Grimace (reflex irritability), Activity (muscle tone), and Respiration score; MCV, mean corpuscular volume; NICU, neonatal intensive care 
unit; O2, oxygen
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to generate synthetic data for the minority class. SMOTE 
works by creating synthetic samples between existing 
minority class instances, effectively balancing the data-
set without simply duplicating data points. XGBoost 
classifier achieved the highest balanced accuracy of 80% 
and 81% in Model I and III, respectively which may be 
explained by its power in handling complex data with 
high number of features. Although, XGBoost performed 
the best with a balanced accuracy of 66% and a F1 score 
of 0.44 in Model 4, those metrics were lower compared 
to the other models due to the classes which are more 
imbalanced and model to incorporate higher number 
of parameters. As for Model II, LR performed the best 
among all classifiers and this strong performance of LR 
suggests that linear relationships may exist among the 
risk factors in this model.

Our findings indicate that the prevalence of ROP and 
treatment-requiring cases in our cohort aligns with the 
variability reported across European countries [34, 35]. 
While the overall treatment rate in our screened popu-
lation (2.4%) is higher than in Switzerland (1.2%) and 
some German studies (1.42–7.5%), it remains lower than 
in Portugal (5.8%) and Sweden (5.7–6.1%) [36]. These 
discrepancies likely arise from differences in screening 
guidelines, neonatal care standards, and oxygen therapy 
protocols. Additionally, as our study was conducted in 
a tertiary care hospital, high-risk preterm infants were 
likely overrepresented, contributing to an increased 
proportion of treatment-requiring cases. These factors 
highlight the need for further multicenter studies to eval-
uate ROP incidence and treatment thresholds in different 
healthcare settings.

It is important to note that in regions experiencing the 
third ROP epidemic, where access to NICUs is limited 
and risk factors for ROP development are higher, both 
the number of infants developing ROP and those requir-
ing treatment are significantly greater. This increased 
prevalence could lead to a larger and more balanced 
dataset, potentially enhancing the overall performance 
of XGBoost while also allowing other ML models, such 
as RF and LR, to perform more comparably. A more bal-
anced class distribution in these settings might reduce 
the need for synthetic oversampling techniques like 
SMOTE and further improve model generalizability. 
Future studies should explore how epidemiological varia-
tions impact ML model performance and validate predic-
tive models in diverse populations.

The primary limitation of our study stems from the 
imbalance in the sample sizes of our groups. Specifi-
cally, the scarcity of cases requiring treatment in our 
dataset may have introduced a bias in the model’s per-
formance. This bias could lead to a skewed preference for 
detecting healthier cases, rather than those necessitating 
treatment. To mitigate the impact of this imbalance, we 

employed SMOTE technique. Additionally, we utilized 
balanced accuracy as a metric to provide a more accurate 
evaluation of our models’ performance. Another point 
is that Principal Component Analysis (PCA) for prepro-
cessing, as it makes the data more manageable by trans-
forming correlated variables into uncorrelated principal 
components, might have increased the performance of 
our models. But our priority was to assess the clinical 
significance and impact of each parameter individually 
to enhance the interpretability of the results. While PCA 
is an effective method for reducing the dimensionality 
of data, we chose not to use it in order to fully evaluate 
the contribution of each variable. Additionally, dimen-
sionality reduction techniques like PCA can reduce the 
explainability of the parameters, and since one of the 
goals of this study was to clearly highlight the contribu-
tion of key clinical factors to the models’ outcomes, we 
opted to model with raw data rather than using PCA. 
Also, we did not conduct a head to head comparison with 
previous ROP predicting algorithms in our study, as we 
investigated a significantly larger number of parameters 
in our models compared to those algorithms. Addition-
ally, our results demonstrated that CBC parameters were 
particularly important for the success of the models, 
which had not been incorporated into previous algo-
rithms. A potential limitation of our study may be the 
selection bias introduced by including only infants with 
complete datasets, which primarily consisted of hospital-
ized neonates. This may have led to an overrepresenta-
tion of infants with additional systemic comorbidities, 
potentially affecting the generalizability of our findings to 
all preterm infants. Another key limitation of this study 
is the lack of external validation, as the models were 
developed using data from a single institution. Due to the 
absence of publicly available ROP datasets that include 
both demographic and clinical parameters, external vali-
dation could not be performed. Future studies incorpo-
rating multicenter or publicly accessible datasets are 
necessary to assess the generalizability of our findings. 
Lastly, the absence of fundus photographs, which could 
have contributed additional imaging-based features, rep-
resents a limitation that may have impacted the model’s 
predictive performance.

Despite the aforementioned limitations, the strength 
of our study lies in its comprehensive methodology. This 
involves integrating a broad spectrum of demographic 
and clinical data to predict ROP. Such an approach not 
only aligns with the current trends in applying ML in 
healthcare but also paves the way for the development of 
more robust and precise prediction models in the future.

Our study successfully establishes that ML models 
show promise in predicting both the development of 
ROP and the need for treatment, particularly with high 
specificity in identifying infants without the condition. 
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The balanced accuracy of our ML models being around 
80% demonstrates that complex clinical data can be 
effectively processed using ML. Incorporating additional 
clinical and intensive care-related parameters includ-
ing hypoxia-related parameters from CBC, the APGAR 
score, and respiratory data beyond traditional factors 
may enhance the accuracy of ROP screening and improve 
clinical decision-making. Despite advances in predictive 
modeling, fundus examination remains the gold stan-
dard for ROP diagnosis, as it enables direct visualization 
of retinal vascular changes. Machine learning models 
may serve as complementary tools to enhance screening 
efficiency, but final clinical decisions should be based on 
ophthalmologic evaluation.
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